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Bilingual Poststroke Aphasia: Aligning Insights 
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Uli Grasemann , PhD; Risto Miikkulainen , PhD; Swathi Kiran , PhD

BACKGROUND: Predicting treated language improvement (TLI) and transfer to the untreated language (cross-language 
generalization, CLG) after speech-language therapy in bilingual individuals with poststroke aphasia is crucial for personalized 
treatment planning. This study evaluated machine learning models to predict TLI and CLG and identified the key predictive 
features (eg, patient severity, demographics, and treatment variables) aligning with clinical evidence.

METHODS: Forty-eight Spanish-English bilingual individuals with poststroke aphasia received 20 sessions of semantic feature-
based naming treatment in either their first or second language. Comprehensive language, cognitive, and background bilingual 
experience assessments were administered pre- and post-treatment. Sixteen curated features spanning demographics, 
language abilities, cognition, and bilingual experience were used as inputs to 6 machine learning algorithms to predict 
treatment responders versus nonresponders and CLG vs no CLG.

RESULTS: The top 2 machine learning models achieved F1 scores of 0.767±0.153 for TLI and 0.790±0.172 for CLG. 
Interpretability analyses revealed that aphasia severity in the trained language, education, and cognitive performance were 
key predictors of TLI. Aphasia severity in the untreated language and cognitive performance emerged as influential features 
of CLG. These aligned with expectations based on prior literature.

CONCLUSIONS: For the first time, machine learning models reveal that factors such as patient severity and demographics predict 
TLI and CLG after therapy in Spanish-English bilingual individuals with poststroke aphasia. Consideration of both treated 
and untreated language severity, as well as cognitive assessment performance, when forecasting treatment outcomes in 
an underserved population such Spanish-English stroke survivors, can meaningfully impact their short-term and long-term 
clinical care.

GRAPHIC ABSTRACT: A graphic abstract is available for this article.
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Aphasia, a language disorder usually caused by brain 
injury, poses significant difficulties for bilingual peo-
ple with aphasia (bPWA), particularly in the rapidly 

growing Hispanic/Latino population in the United States. 
Stroke, a primary cause of aphasia, affects this popu-
lation disproportionately. Research has found that His-
panic/Latino individuals have a higher risk of stroke and 
experience lower levels of function after a stroke com-
pared with other racial and ethnic groups.1,2

In bPWA, communication abilities can be differen-
tially affected between their first- and second-acquired 
languages (L1 and L2) due to stroke-related and bilin-
gual background factors.3 Various approaches, includ-
ing cognitive-based,4 cognate-based,4,5 and semantic 
feature–based treatments (SFT)6–11 have shown effi-
cacy in producing treated language (TL) improvement 
(TLI). Some studies have further shown improvements 
in naming in the untreated language (UL; hereafter 
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cross-language generalization; CLG).8–11 However, indi-
vidual responses to such interventions exhibit notable 
variability in both the TL and UL.

It is well established that interindividual variability in 
TLI in poststroke aphasia is influenced by an array of 
factors, including, but not limited to, age,12–15 educa-
tion,16–19 aphasia severity,11,14,15,20,21 baseline cognitive 
abilities,13,22,23 and, specific to bPWA, bilingual language 
experience and language of treatment (eg, whether ther-
apy is delivered in L1 or L2).24,25 Although several factors 
influencing language recovery in bPWA have been iden-
tified, their joint contribution to outcomes remains poorly 
understood due to small or heterogeneously sampled 
studies.

Management of bilingual aphasia is further com-
plicated by the need to optimize treatment effects not 
only in the TL but also for CLG. Language needs may 
change due to socio-personal factors, such as the lan-
guage spoken by caretakers, and clinical factors, such 
as the degree to which L1/L2 abilities are functionally 
preserved.26 The Treatment Effects in Aphasia in Mul-
tilingual People model27 proposes the consideration of 
bilingual history factors: age of acquisition (AoA), lan-
guage use, exposure, and proficiency, and stroke-related 
factors: poststroke language abilities (ie, aphasia sever-
ity in each language) and months post-onset (MPO) as 
determinants of treatment response in multilingual apha-
sia. Crucially, a recent meta-analysis of 85 multilingual 
people with aphasia found that both TLI and CLG were 
most strongly influenced by the AoA of the TL, with the 
greatest effects observed when the TL was acquired in 
adulthood. Surprisingly, neither language proficiency nor 
aphasia severity affected TLI or CLG.28 However, other 
studies focusing solely on bPWA have reported conflict-
ing findings regarding the influence of aphasia severity 

in the treated and UL on TLI and CLG7,10,29 underscoring 
the need for further research to clarify the contribution of 
these factors to treatment outcomes.

Given the sheer number of potential determinants of 
TLI and CLG in bilingual aphasia, machine learning (ML) 
emerges as a potential tool for analyzing and predict-
ing the complex interaction of these factors beyond tra-
ditional analytical approaches. Recent explorations into 
ML in speech-language pathology have shown strong 
predictive performance of TLI using behavioral, demo-
graphic, and neuroimaging data.30 This work demon-
strated that top-performing ML models could accurately 
distinguish between treatment responders and nonre-
sponders in monolingual people with aphasia, reflect-
ing both high precision (ie, accurately identifying true 
responders among those predicted as responders), high 
sensitivity (ie, successfully capturing all true responders 
in its predictions) and not surprisingly, a combination of 
neuroimaging and behavioral factors predicted the out-
come. Studies in aphasia have shown that certain ML 
algorithms outperform others on outcome prediction,30,31 
suggesting the need to explore a variety of algorithms. 
Finally, although outputs of such models are limited by 
a lack of, for example, beta coefficients, explainable ML 
techniques have recently emerged to mitigate these 
challenges.32 However, no previous studies have used 
the ML approach to examine predictors of treatment 
outcomes in bPWA.

In this study, we sought to identify the independent 
and cumulative importance of demographic, baseline 
language and cognitive impairment, bilingual language 
experience, and treatment orientation data, to predict 
TLI and CLG in Spanish-English bPWA. Building on 
prior research demonstrating the success of SFT and 
the application of ML in predicting TLI in monolingual 
aphasia,31 we investigated the efficacy of 6 different 
ML algorithms to predict language recovery after SFT. 
We hypothesized that model performance would be 
optimized by the combination of demographic, baseline 
language and cognitive abilities, bilingual language expe-
rience, and treatment orientation-based variables com-
pared with single-feature set models. Furthermore, we 
expected that an explainable ML tool would reveal the 
relative importance of these variables in predicting TL 
response and CLG, broadly aligning with the clinical evi-
dence described above for this population.

METHODS
This study was conducted in adherence to the Strengthening 
the Reporting of Observational Studies in Epidemiology and 
Transparent Reporting of a Multivariable Prediction Model for 
Individual Prognosis or Diagnosis guidelines. This study was not 
registered. Data may be shared upon reasonable request based 
on a formal data-sharing agreement. Analytical code is avail-
able at https://osf.io/zkau8/

Nonstandard Abbreviations and Acronyms

AoA age of acquisition
AQ aphasia quotient
bPWA bilingual people with aphasia
CLG cross-language generalization
L1 first-acquired language
L2 second-acquired language
LDA linear discriminant analysis
LUQ Language Use Questionnaire
SFT semantic feature–based treatment
SHAP Shapley Additive Explanations
SVC Support Vector Classifier
TL treated language
UL untreated language
TLI treated language improvement
WAB-R Western Aphasia Battery–Revised
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Study Design and Participants
This study involved 48 bPWA (mean age: 53.9 years, SD=15.9; 
mean MPO: 48.1, SD=82.4; Table S1). Following written 
informed consent under the Boston University Institutional 
Review Board approval, participants underwent a battery of 
standardized language, cognitive (cognitive assessments 
were administered in L1), and language history assessments. 
Participants then received 20 sessions of SFT in either their 
L1 or L2. Language for treatment was determined by random-
ized controlled trial protocol.33 Extensive details regarding the 
randomized controlled trial have been described elsewhere and 
are summarized in the Supplemental Methods.33

Data Preparation and Feature Extraction
To compute treatment response measures, we first calculated 
the individual change in accuracy on the 3 naming probes 
administered pre- and post-treatment, in both the TL and UL. 
To operationalize TLI, we used a median split (55% change), 
yielding what we hereafter term robust responders (n=25, 
≥55% change) and weaker responders (n=23, <55% change). 
For the UL, anticipating greater variability in CLG, we applied 
a 1 SD threshold (22% change) to delineate cross-language 
generalizers (n=13, ≥22% change) and non–cross-language 
generalizers (n=35, <22% change; see Supplemental Methods 
for further discussion).

Given the large number of assessments administered to 
bPWA, dimensionality reduction techniques were used to 
curate feature sets. One assessment included the Language 
Use Questionnaire (LUQ),34,35 a tool designed to capture bilin-
gual language experience patterns in healthy and aphasic bilin-
guals. First, 0.05% of missing LUQ data were imputed using 
the MICE36 package in R (v4.3.2).37 Then, using the “psych” 
package,38 varimax-rotated principal component analyses were 
conducted on LUQ data for L1 and L2 separately across all 
bPWA in a dataset35 including the 48 bPWA discussed here, 
yielding 2 rotated components per language (Table S2). The 
component loading scores corresponding to the 48 bPWA 
were extracted and sorted into TL and UL per randomized con-
trolled trial assignment.

Next, all L1 and L2 assessment measures and subtests 
collected at pre-treatment33 were examined via correlation 
analyses using the cor() function in R. Pairwise comparisons 
resulting in Pearson r values ≥0.7 were collapsed into com-
posites or considered separately if below this value (Table 
S3). This resulted in the following remaining measures: 
Raven’s Colored Progressive Matrices,39 Cognitive Linguistic 
Quick Test40 Symbol Trails, Cognitive Linguistic Quick Test 
Mazes, Cognitive Linguistic Quick Test Design Generation, 
Pyramids and Palm Trees,41 a Naming Composite (Boston 
Naming Test42 and an in-house 60-item naming screener), 
a Repetition Composite (Bilingual Aphasia Test43 Word and 
Sentence Repetition subtests), a Morphology Composite 
(Bilingual Aphasia Test Morphological Opposites and 
Derivational Morphology subtests), and the Bilingual Aphasia 
Test Syntactic Comprehension, Auditory Verbal Discrimination, 
and Grammaticality subtests. These were input into 2 sepa-
rate principal component analyses for L1 and L2 resulting in 
2 components in L1 (1 linguistic and 1 nonlinguistic cognitive 
component with assessment directions provided in L1) and 1 
linguistic component in L2 (Tables S4 and S5). Component 

loading scores were sorted into TL and UL per randomized 
controlled trial participant assignment.

Overall, 8 feature sets were used for predictive modeling as 
noted in Figure 1A: (1) demographics (years of education, age, 
and MPO), (2) LUQ (4 LUQ components), (3) severity-TL (TL 
Western Aphasia Battery–Revised [WAB-R]44 aphasia quotient 
[AQ]), (4) severity-UL (UL WAB-R AQ), (5) TL (linguistic com-
ponent corresponding to the TL), (6) UL (linguistic component 
corresponding to the UL), (7) cognition (cognitive component 
from the assessment principal component analysis), and (8) 
patient language characteristics (binary variables indicating the 
language of treatment delivery [1=Spanish; 0=English], whether 
the TL was the patient’s L1 [1=L1; 0=L2], and whether Spanish 
was the patient’s L1 [1=Spanish; 0=English]), capturing the dis-
tinction between L1/L2 and the TL for each individual patient.

ML Algorithms
Using the data, scaled, described in Figure 1A as inputs, we 
used 6 supervised learning frameworks, to classify TLI and 
CLG outcomes (Figure 1B). These frameworks represent stan-
dard approaches in ML, ranging from simple (linear) to complex 
(nonlinear) models, and have been previously used in related 
literature (see Supplemental Methods for details). Logistic 
regression, linear discriminant analysis (LDA), random forest, 
extreme gradient boosting, support vector machine, and neural 
network algorithms were written using scikit-learn (v1.3.0)45 in 
Python (v3.9.7).46 Additional Python libraries used to support 
data analysis and visualization included pandas (2.0.3),47 numpy 
(v1.24.4),48 and matplotlib (v3.7.2).49

Cross-Validation and Hyperparameter Tuning
To ensure reliable model performance and generalizability, we 
used a nested cross-validation procedure50 (Figure 1B) with 
5×-repeated 5-fold cross-validation in the outer loop and 
4×-repeated 4-fold cross-validation in the inner loop. This 
approach selects optimal hyperparameters in the inner loop, 
and then tests them on the unseen held-out fold in the outer 
loop. Given the imbalanced class distribution in the CLG analy-
sis (13:35), we used stratified sampling to maintain consistent 
class distribution across folds.

Hyperparameter tuning was accomplished using Grid 
Search51 implemented in scikit-learn. For each algorithm, we 
defined a hyperparameter search space based on its charac-
teristics, selecting the permutation of hyperparameters that 
yielded the highest F1 score for each algorithm and feature 
set combination. With 8 feature sets (Figure 1A), we ran 256 
optimized models per algorithm. Further details are in Table S6.

Evaluation Metrics
We evaluated the ML models using 6 metrics: (1) accuracy, 
which gauges the overall proportion of correct predictions, 
(2) F1 score, which balances precision and recall, providing 
a harmonic mean of the 2, (3) precision, which measures the 
accuracy of positive predictions and the model’s ability to mini-
mize false positives, (4) sensitivity (or recall), which assesses 
the model’s capability to correctly identify all true positives, (5) 
specificity, which quantifies the model’s success in recognizing 
true negatives, and (6) Matthews correlation coefficient, which 
captures the correlation between observed and predicted 
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classifications across all 4 categories of the confusion matrix. 
We present the top 5 models within the top-performing frame-
work ranked by F1 score, as well as the metrics for models 
including each individual feature set and the model incorporat-
ing all feature sets.

Feature Interpretation
To interpret our top-performing ML models, we computed fea-
ture set occurrences to determine the regularity with which 
specific feature set combinations were selected by high- 
performing models. This involved counting the number of times 
each feature set was retained by a given algorithm throughout 
the Grid Search operation, that is, which feature sets played 
a crucial role in model predictions across the entire spectrum 
of optimized models, thereby spotlighting the most informative 
feature sets.

Next, we used Shapley Additive Explanations (SHAP)32 
to reveal the contribution of individual features within the 
retained feature sets to each prediction made by the top-
performing model. SHAP values, which employ a game theo-
retic approach, assign each feature a value that represents 
its impact on the model’s output, considering the interaction 
with other features. SHAP values are relative to each other, 
and the greater SHAP value, the greater the contribution to 

the overall prediction of TLI or CLG across all participants 
(Figure 1D).

RESULTS
Performance in TLI Analysis
The analysis of TL performance revealed the Sup-
port Vector Classifier (SVC) as the most proficient 
model in predicting TLI. The SVC model demonstrated 
a balanced predictive performance for TLI, evidenced 
by an F1 score of 0.767±0.153. The accuracy of 
0.783±0.146 indicates that, on average, the model cor-
rectly classified a substantial proportion of instances 
overall, correctly identifying 38 out of 48 patients as 
treatment responders or nonresponders. The precision 
of 0.800±0.136 suggests that when the model pre-
dicted a positive treatment response, it was correct in 
≈ 80% of cases. To illustrate, if the model made 25 
predictions, about 20 would be correct. Similarly, the 
sensitivity of 0.811±0.136 indicates that the model 
successfully identified around 81% of all actual robust 
TLI cases (20 out of 25 responders).

Figure 1. Workflow for evaluating treatment response in bilingual people with aphasia (bPWA).
A, Feature sets: 8 feature sets inform the training of 6 distinct machine learning algorithms. Individual features included in the feature set are 
noted below the name of the feature set, and the number of dimensions per feature set is noted in the top-right corner. B, Models trained 
and tested: the 6 models are trained and tested using a nested cross-validation procedure to validate the optimal hyperparameters and test 
performance for each individual model. C, Evaluation: performance evaluation of optimized models is conducted on 2 classification tasks, 
determining treated language (TL) improvement and cross-language generalization. D, Interpretation: models are interpreted by calculating 
feature set occurrences and by application of Shapley Additive Explanations values. LUQ indicates Language Use Questionnaire; MCC, Matthews 
correlation coefficient; PC, principal component; RC, rooted component; UL, untreated language; and WAB-R, Western Aphasia Battery–Revised.
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The Matthews correlation coefficient value of 
0.606±0.263 suggests a moderate to strong positive cor-
relation between the predicted and actual classifications, 
confirming that, on balance, the model provides high-quality 
predictions. However, the specificity of 0.747±0.224 (cor-
rectly identifying 17 out of 23 nonresponders) was lower 
than the other metrics, suggesting that the model may 
have difficulty in distinguishing instances of weaker TLI, 
leading to a slightly higher rate of false positives compared 
with false negatives. Evaluation metrics for SVC models are 
reported in Table 1; across all models in this analysis, see 
Tables S7 through S11. Figure 2A visualizes performance 
metrics for the top-performing SVC model discussed, in 
addition to the optimal, all feature sets model, and the opti-
mal single-feature set models for each feature set.

Feature Set Occurrences
Next, the evaluation of feature set occurrences within 
the top-performing SVC model revealed distinct patterns. 
Demographics and impairment-related feature sets per-
taining to the TL, including severity-TL and TL, were all 
among the most present feature sets. Notably, cognition 
was also among the most present feature sets in high-
performing models. Other feature sets showed relatively 
fewer occurrences, indicating secondary or specific influ-
ence within predictive models for TLI. See Figure S2A 
and S2B for visualization.

SHAP Value Analysis
The SHAP value analysis applied to the optimal SVC 
revealed several key findings. The top 5 most informative 
features, in rank order, were severity-TL, education, age, 

cognition, and MPO. A lower severity rating (ie, a high 
WAB-R AQ), greater performance on cognitive assess-
ments, greater years of education, and younger age, were 
closely linked to predictions of TLI. The inverse held true 
for higher severity and fewer years of education, though 
older age was not nearly as impactful as younger age. 
See Figure 3A for visualization.

Performance in CLG Analysis
The analysis identified the LDA model, incorporating 
severity-UL, demographics, and cognition, as the opti-
mal model for predicting CLG. The model demonstrated 
balanced predictive performance, evidenced by an F1 
score of 0.790±0.172. An accuracy of 0.850±0.102 
indicates that the model correctly classified 41 out of 48 
patients as either cross-language generalizers or nonge-
neralizers. The precision of 0.808±0.170 suggests that, 
on average, when the model predicted a patient would 
exhibit CLG, it was correct ≈ 81% of the time (11 out 
of 13 cases). Similarly, the sensitivity of 0.819±0.178 
indicates that the model successfully identified around 
82% of actual CLG cases (11 out of 13 cross-language 
generalizers).

The Matthews correlation coefficient value of 
0.624±0.326 suggests a moderate to strong positive 
correlation between the predicted and actual classifica-
tions. Notably, the specificity was higher than the other 
metrics at 0.884±0.126, indicating that the model was 
highly effective at correctly identifying true negative 
cases—on average, correctly classifying 31 out of 35 
non–cross-language generalizers. This high specificity 
suggests that the model is particularly reliable in ruling 
out patients who are unlikely to exhibit CLG. Evaluation 

Table 1. SVC Model Performance Metrics for Top-Performing, All Feature Sets, and Single-Feature Set Models, for the TL 
Improvement Analysis

Rank Feature sets Accuracy F1 Precision Recall MCC Specificity

1 Demographics, severity-TL, cognition 0.783±0.146 0.767±0.153 0.8±0.136 0.811±0.136 0.606±0.263 0.747±0.224

2 Severity-TL, cognition 0.774±0.165 0.761±0.171 0.79±0.147 0.804±0.144 0.589±0.286 0.792±0.222

3 Demographics, TL 0.778±0.127 0.759±0.139 0.782±0.128 0.802±0.124 0.578±0.243 0.786±0.209

4 Demographics, severity-TL, cognition, 
patient language characteristics

0.78±0.152 0.759±0.163 0.798±0.137 0.802±0.143 0.593±0.272 0.746±0.241

5 Demographics, TL, UL 0.763±0.123 0.746±0.127 0.766±0.121 0.786±0.121 0.548±0.232 0.803±0.187

45 All feature sets 0.721±0.161 0.703±0.173 0.738±0.154 0.751±0.154 0.486±0.303 0.747±0.205

56 Severity-TL 0.712±0.186 0.698±0.187 0.737±0.152 0.749±0.157 0.483±0.304 0.701±0.249

80 Demographics 0.713±0.141 0.688±0.161 0.71±0.149 0.716±0.169 0.425±0.31 0.674±0.239

146 TL 0.665±0.181 0.654±0.183 0.708±0.157 0.708±0.147 0.413±0.301 0.675±0.242

185 Severity-UL 0.646±0.13 0.632±0.136 0.673±0.118 0.682±0.114 0.352±0.227 0.654±0.202

207 UL 0.638±0.158 0.614±0.16 0.666±0.15 0.672±0.135 0.34±0.275 0.614±0.283

230 Cognition 0.603±0.138 0.581±0.142 0.643±0.133 0.638±0.135 0.276±0.257 0.557±0.22

252 LUQ 0.513±0.198 0.496±0.202 0.527±0.206 0.523±0.208 0.053±0.399 0.506±0.288

255 Patient language Characteristics 0.416±0.154 0.348±0.141 0.394±0.238 0.505±0.106 0.036±0.217 0.64±0.423

LUQ indicates Language Use Questionnaire; MCC, Matthews correlation coefficient; SVC, Support Vector Classifier; TL, treated language; and UL, untreated language.
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metrics for LDA models are reported in Table 2; across 
all models in this analysis, see Tables S12 through 
S16. Figure 2B visualizes performance metrics for the 

top-performing LDA model discussed, in addition to the 
optimal all feature sets model, and the optimal single-
feature set models for each feature set.

Figure 3. Shapley Additive Explanations (SHAP) value distributions for top-performing models and SHAP dependency plot.
A and B, SHAP values demonstrate the influence of each feature on the model’s prediction, with values to the right indicating a positive impact on 
predicting robust treated language (TL) improvement (TLI; A) or cross-language generalization (CLG; B), and values to the left suggesting a negative 
influence. The y axis lists the features ranked by the absolute sum of SHAP values. The color gradient signifies the actual feature value, with blue 
indicating lower and pink indicating higher values. A illustrates the SHAP values for the TLI analysis, whereas B presents the SHAP values for the CLG 
analysis. C, SHAP dependency plot demonstrating the relationship between aphasia severity in the untreated language (severity-UL) and cognitive 
performance (cognition). The plot reveals a trend where higher values of severity-UL are associated with higher SHAP values, suggesting an increase 
in the feature’s positive impact on the model’s output as aphasia severity in the untreated language increases. MPO indicates months post-onset.

Figure 2. Comparison of metrics across models for treatment response prediction.
A illustrates metric scores using the Support Vector Classifier (SVC) algorithm, whereas B does the same for linear discriminant analysis (LDA). 
The x axis categorizes the performance metrics assessed. The y axis represents the metric scores. Each bar within a metric category corresponds 
to the score of an optimal, all feature set, or individual feature set model, with color coding distinguishing between different feature sets and 
feature set combinations. A, The optimal feature set model demonstrates superior performance across most metrics compared with individual 
feature sets in the SVC algorithm. B, A similar pattern is observed for the LDA models, albeit with varying degrees of metric scores. CLG indicates 
cross-language generalization; MCC, Matthews correlation coefficient; TL, treated language; and UL, untreated language.
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Feature Set Occurrences
In evaluating feature set occurrences within the top- 
performing LDA model for CLG, Figure S2C and S2D 
shows the prominence of severity-UL and LUQ feature 
sets, highlighting their pivotal role in predicting CLG. 
Although the cognition, demographics, and severity-TL 
feature sets were also present among the top 20 SVC 
models, severity-UL dominated in many occurrences, 
indicating its significant predictive power.

SHAP Value Analysis for Feature Importance
The SHAP value analysis applied to the optimal LDA 
model for CLG revealed several key findings (Figure 3B 
and 3C). The top 5 most informative features, in rank 
order, were severity-UL, cognition, age, education, and 
MPO. Lower aphasia severity in the UL (ie, a higher 
WAB-R AQ score) and better performance on cogni-
tive assessments were linked with predictions of CLG. 
Surprisingly, older age was also linked to predictions of 
CLG. As in the previous analysis, more years of educa-
tion were linked to CLG, and by and large, the inverse 
held true for higher severity, worse performance on cog-
nitive assessments, younger age, and fewer years of 
education.

The SHAP dependency plot (Figure 3C) further elu-
cidates the relationship between severity-UL and cog-
nition. The plot reveals that less severe aphasia in the 
UL is associated with higher SHAP values, indicating a 
greater positive impact on the model’s CLG predictions. 
This relationship is modulated by cognitive performance, 
with higher cognitive scores (darker dots; cognition) 
corresponding to more positive SHAP values, particu-
larly at higher scores. These findings suggest that the 

interaction between severity-UL and cognition plays a 
crucial role in determining CLG outcomes, with better 
cognitive performance potentially enhancing the ben-
eficial effects of residual language function in the UL 
on CLG.

DISCUSSION
The present study provides the first-ever ML-based 
insights into the factors that explain treatment gains in 
bilinguals with poststroke aphasia, particularly in Spanish- 
English adult speakers. Our findings demonstrate the 
potential of ML models to accurately predict these 
outcomes, with the top-performing models attaining 
F1 scores of 0.766 for response in the TL and 0.790 
for CLG. Notably, the optimal models incorporated a 
combination of primarily demographic and baseline 
language and cognitive features, rather than relying on 
a single feature or feature set. Further, using explain-
able ML, our study sheds light on the patient-specific 
factors that may determine TLI and CLG, offering new 
insights for optimizing rehabilitation outcomes in this 
population.

A key finding of our study is the prominent role of 
aphasia severity in predicting TLI and CLG outcomes. 
The interpretability analyses revealed that aphasia sever-
ity was closely linked to predictions of TLI and CLG. 
Although aligning with research in monolingual11,14,15,20,21 
and bilingual aphasia,7,10,29 our findings diverge from the 
results of a recent meta-analysis.28 Although we found 
that aphasia severity in the TL and UL predicted TLI and 
CLG, respectively, the aforementioned study28 reported 
the AoA of the TL as the primary influence on CLG, with 
no influence of aphasia severity in either TLI or CLG.

Table 2. LDA Model Performance Metrics for Top-Performing, All Feature Sets, and Single-Feature Set Models, for the  
Cross-Language Generalization Analysis

Rank Feature sets Accuracy F1 Precision Recall MCC Specificity

1 Demographics, severity-
UL, cognition

0.850±0.102 0.790±0.172 0.808±0.17 0.819±0.178 0.624±0.326 0.884±0.126

2 Demographics, severity-
UL, UL, cognition

0.817±0.131 0.744±0.206 0.772±0.191 0.755±0.224 0.528±0.397 0.86±0.137

3 Demographics, severity-
UL, TL, cognition

0.802±0.117 0.744±0.172 0.77±0.158 0.785±0.188 0.554±0.309 0.826±0.146

4 Severity-UL, cognition 0.811±0.13 0.742±0.194 0.772±0.188 0.757±0.214 0.529±0.375 0.864±0.145

5 Demographics, severity-UL 0.812±0.127 0.738±0.186 0.752±0.174 0.771±0.202 0.519±0.361 0.832±0.126

6 Severity-UL 0.808±0.139 0.726±0.197 0.767±0.193 0.737±0.198 0.504±0.369 0.876±0.16

108 UL 0.767±0.154 0.649±0.223 0.706±0.262 0.667±0.202 0.349±0.393 0.901±0.209

147 All feature sets 0.695±0.179 0.620±0.214 0.645±0.205 0.652±0.239 0.303±0.416 0.744±0.188

207 LUQ 0.695±0.162 0.563±0.176 0.629±0.217 0.589±0.183 0.228±0.338 0.85±0.183

250 Severity-TL 0.688±0.144 0.436±0.121 0.403±0.154 0.508±0.123 0.042±0.19 0.942±0.141

251 Patient language  
characteristics

0.669±0.202 0.435±0.132 0.460±0.211 0.482±0.139 0.012±0.295 0.9±0.234

LDA indicates linear discriminant analysis; LUQ, Language Use Questionnaire; MCC, Matthews correlation coefficient; TL, treated language; and UL, untreated lan-
guage.

D
ow

nloaded from
 http://ahajournals.org by on January 2, 2025



OR
IG

IN
AL

 C
ON

TR
IB

UT
IO

N
Marte et al Predictions of Bilingual Aphasia Recovery

8  February 2025 Stroke. 2025;56:00–00. DOI: 10.1161/STROKEAHA.124.047867

Our study’s focus on Spanish-English bilinguals pro-
vided a homogeneous sample, allowing for a more direct 
assessment of aphasia severity’s role. In contrast, Goral 
et al28 included multilinguals speaking more than 2 lan-
guages, potentially conflating aphasia severity effects 
with prestroke proficiency in additional languages (L3, 
L4). Moreover, their comparison of L1 to any other lan-
guage (Ln) may have diluted severity’s impact.

Relatedly, we used single continuous measure of 
severity (WAB-R AQ), enabling analysis along a sever-
ity gradient, whereas Goral et al28 used ordinal severity 
coding to collapse information across a variety of clini-
cal instruments, potentially obscuring severity-outcome 
relationships. Notably, measures of language abilities 
may vary widely between such studies, as standardized 
assessments reflect both system damage and individual 
language mastery.26,52

Furthermore, our inclusion of AoA within a principal 
component that encompasses other aspects of bilingual 
experience contrasts with Goral et al28 in the use of dis-
crete life-stage ranges, potentially contributing to diver-
gent findings. In addition, their inability to account for 
language use and exposure meant that in cases driving 
their strongest results, late-learned languages had often 
become primary due to prestroke immersion, suggest-
ing that language use modulated AoA effects and may 
explain why AoA emerged as a significant factor in their 
analysis. Our results, on the other hand, align with a par-
simonious interpretation of language processing in bilin-
gual aphasia: the integrity of language abilities in the UL 
facilitates CLG via shared conceptual representations.53,54

Expanding on the role of aphasia severity and TLI, a 
meta-analysis of SFT in monolingual aphasia proposed 
that in individuals with milder aphasia, the language sys-
tem is more preserved and responsive, providing the nec-
essary resources to support the relearning of previously 
acquired but inconsistently accessible word forms and 
the reestablishment of connections between disrupted 
and available representations.11 In SFT, greater language 
system integrity may facilitate the spread of activation 
to related semantic nodes, promoting generalization to 
untreated items and cross-language transfer.7,11 In con-
trast, individuals with more severe aphasia may have a 
more degraded language system, limiting the available 
resources for treatment-induced recovery. The reduced 
integrity of the language network may hinder the effec-
tive spread of activation, resulting in limited generaliza-
tion. Indeed, aphasia severity is often correlated with 
poststroke brain integrity, which ultimately determines 
the neural resources available to support recovery.55

Notably, our findings also emphasize the importance 
of baseline nonverbal cognitive function in predicting 
treatment outcomes, particularly for CLG. The SHAP 
dependency plot showed an interaction between severity- 
UL and cognition, suggesting that better-preserved 
cognitive abilities may enhance the beneficial effects 

of the residual integrity of the UL on CLG. This find-
ing resonates with previous studies demonstrating the 
impact of cognitive factors, such as attention, memory, 
and executive function, on treatment-induced language 
recovery in monolingual aphasia.13,22,23 The role of cogni-
tive function in bilingual aphasia recovery may be even 
more pronounced, given the increased demands on 
cognitive control and language selection mechanisms in 
bilingual language processing.56 In our study, the cogni-
tive component included Raven Progressive Matrices, a 
nonverbal test closely related to executive function, and 
the Cognitive Linguistic Quick Test Symbol Trails, another 
measure of executive function, particularly of shifting and 
cognitive flexibility. These tasks tap into domain-general 
executive control abilities that are crucial for managing 
and coordinating multiple languages. Per a recent sys-
tematic review of executive control in bPWA, executive 
control interacts with language, and impairments in these 
functions may lead to difficulties in compensating for lin-
guistic deficits in bPWA.56 Thus, the increased demand 
for domain-general skills in bPWA could explain the 
observed interaction between severity-UL and cognitive 
performance in predicting CLG outcomes, in addition to 
TLI.

Another noteworthy finding is the influence of demo-
graphic factors, particularly education, on treatment 
response. Greater number of years of education were 
associated with predictions of TLI and CLG, consistent 
with prior research linking higher education levels to 
better aphasia recovery.16–18 Indeed, a recent systematic 
review of social determinants of health found that while 
there is no evidence to support a role for education in 
language outcomes before 12 months poststroke, the 
limited research available with PWA at or beyond 12 
months indicates education may play a role in language 
outcomes over time.19 One potential hypothesis is that 
greater years of education support cognitive reserve,57 
though further research is needed given historically 
mixed findings.16–19 See the Supplemental Discussion for 
further discussion of demographic factors.

Regarding the ML approach, the superior perfor-
mance of the SVC and LDA models compared with 
other algorithms, including the neural network, may be 
due to its ability to find robust decision boundaries with 
limited data. The limited sample size might have been 
insufficient for neural networks to capture complex pat-
terns without overfitting, leading to poorer generalization; 
future studies with larger samples could determine if an 
SVC or LDA advantage persists, or if neural networks 
improve. See the Supplemental Discussion for discus-
sion of algorithmic performance.

Next, it is notable that when using a common predic-
tor (WAB-R AQ), our models performed similarly to those 
in the most comparable study30 (F1 scores of 0.842 for 
SVC and 0.771 for random forest models). Furthermore, 
our finding that ML models incorporating a combination 
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of features outperform single-feature models aligns with 
previous research in monolingual aphasia.30,31 Notably, 
our models’ performance (F1 scores of 0.767 for TLI and 
0.790 for CLG) approached that of Billot et al,30 despite 
their inclusion of neuroimaging data. Their top 20 SVC 
and random forest models all incorporated neuroimaging- 
based features, highlighting the importance of such data 
in achieving higher performance (F1 scores of 0.941 for 
SVC and 0.873 for random forest).

In light of these findings, a promising future direction 
would be to incorporate neuroimaging data, which may 
provide critical information on the functional integrity of 
the language system and—unique to bilinguals—the inter-
action between L1 and L2 language networks and the 
concomitant integrity of control regions that can influ-
ence language processing and recovery in bPWA.58–60

Furthermore, using an explainable ML tool (ie, SHAP), 
we observed the critical influence of UL severity on CLG 
and its interaction with cognitive factors, aspects over-
looked in recent meta-analyses.28 Relatedly, our cogni-
tion feature was also a key predictor in both the TLI and 
CLG analyses independently. The influence of cogni-
tive factors on treatment outcomes has been found in 
monolingual aphasia studies,13,22,23 with stronger skills 
conferring better outcomes. These skills may be even 
more crucial in bilingual contexts due to the interac-
tion between heightened executive control demands 
and the neural infrastructure supporting bilingual lexical 
access.56,58–60 These ML-derived insights, consistent with 
theoretical and clinical evidence, emphasize the need to 
consider both language-specific and domain-general 
cognitive abilities in bPWA assessment and intervention.

Although our study provides novel insights into the 
prediction of treatment response in bPWA, it is essen-
tial to acknowledge several limitations. This study rep-
resents the largest homogeneous sample in a single 
treatment study of bPWA to date, and future research 
with diverse samples can further explore generalizability 
to the broader bPWA population. Next, given the limited 
precedence of comparable thresholds in monolingual 
or bilingual aphasia treatment literature, our study pro-
vides a pioneering quantification of response to bilingual 
treatment and CLG. The novelty of applying ML to bilin-
gual aphasia treatment response means standardized 
benchmarks are currently non-existent. This scarcity of 
comparable studies and metrics underscores the need 
for future research to establish benchmarks, advancing 
treatment outcome predictions for bPWA.

Finally, it is important to note that our study focused 
only on trained items and their direct translations, not 
addressing within-language generalization. Although 
within-language generalization is a well-studied aspect 
of aphasia rehabilitation in monolingual populations,11 
we chose to focus on CLG due to the lack of sufficient 
statistical power in a previous bilingual meta-analytic 
study to identify its predictors,61 and because, specific 

to bilingual aphasia, understanding factors that promote 
benefits across both languages is crucial when treat-
ment is often delivered in only one language. This focus 
on CLG and baseline behavioral predictors may limit the 
generalizability of our findings to other aspects of lan-
guage recovery in bPWA. Future research examining 
within-language generalization is needed, which may 
reveal shared and distinct mechanisms across different 
types of generalization.

In conclusion, our study demonstrates the promising 
application of ML models in predicting TLI and CLG in 
Spanish-English bPWA, with top-performing models 
achieving strong predictive performance. The alignment 
between the most influential predictive features and 
established clinical evidence underscores the validity 
and interpretability of our findings. Importantly, our study 
identified several novel insights, including the prominent 
role of aphasia severity in predicting treatment outcomes, 
challenging recent meta-analytic findings, and the influ-
ence of cognitive ability on both TLI and CLG outcomes. 
Despite limitations, our results provide a foundation for 
future research and contribute to the development of 
more effective and personalized rehabilitation strategies 
for this underserved population.
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